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Abstract of the contribution:  This document proposes key issue for Core Network load re-balancing.
It is proposed to agree the following Key Issue for inclusion in TR 23.799.
* * * Start of changes * * * *
5. Key Issues 

5.x
Key issue X: Core Network load re-balancing

5.x.1
Description
The MME load re-balancing functionality in the EPS today is used to move UEs that are registered on one MME (within an MME pool) to another MME (within the same pool). MME load re-balancing is typically invoked when an MME is added to or removed from the MME pool.

It is noted that moving UEs from one MME to another requires a significant amount of UE-specific signalling. For example, when moving UEs in Connected mode, the MME either releases the S1 interface with a specific cause value (when DCN (Dedicated Core Network) is not used), or performs the GUTI Reallocation procedure (when DCN is used) for each concerned UE. This triggers the UE to initiate the TA Update procedure, upon which the network steers the UE to a new MME from the pool.

The procedure for moving Idle-mode UEs is similar, except that the concerned UEs first need to be paged in order to bring them to Connected mode.

It is expected that the NexGen core will rely on NFV techniques where network functions (e.g. MME) are distributed software applications running across multiple hardware processing components. For efficient use of the processing resources, as well as for handling unexpected traffic surges, it is expected that the virtualised network functions will often may have to be scaled-in or scaled-out to match the traffic load. In other words, the set of hardware components on which the distributed software application runs is likely to dynamically change over time, which may also require moving UE contexts among hardware processing components in the NFV-based core. 

This key issue will study the following aspects:
-
How the “pool” (e.g. MME pool) notion translates in an NFV environment e.g. does a virtualised network function running across multiple hardware processors map into a pool of distinct logical network functions or a single giant logical network function.

-
To clarify whether moving UE contexts around to achieve load balance across hardware resources in the NFV-based core network requires UE involvement (e.g. like UE-dedicated signalling in EPS) or not. If so, then how the amount of signalling related to load re-balancing can be reduced in comparison to EPS.

NOTE: This key issue will not study redundancy mechanisms for the NexGen core.
* * * End of Changes * * * *
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